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Papers

Research on mining user reviews in mobile application stores has noticeably advanced in the
past few years. The majority of the proposed techniques rely on classifying the textual
description of user reviews into different categories of technically informative user
requirements and uninformative feedback. Relying on the textual attributes of reviews,
however, often produces high dimensional models. This increases the complexity of the
classifier and can lead to overfitting problems. We propose a novel approach for application
review classification. The proposed approach is based on the notion of semantic role
labeling, or characterizing the lexical meaning of text in terms of semantic frames. Semantic
frames help to generalize from text (individual words) to more abstract scenarios (contexts).
This reduces the dimensionality of the data and enhances the predictive capabilities of the
classifier. As a result, the proposed approach can be used to generate lower dimensional and
more accurate models in comparison to text classification methods.

Abstract
We used two external datasets and an internal dataset obtained from different sources to 
reduce potential sampling bias.

App store reviews contains contain substantial amounts of up-to-date technical information
that can be leveraged by software developers to create better software products.

Motivation 

Dataset
Text is represented as an unordered vector of words. Limitations of Bag-of-Words approach:

1. 60 – 70% accuracy.
2. Too many classification features (words).
3. Huge and sparse word x document matrix.
4. Over-fitting

BOW – Bag of Words

Our Approach

Traditional Approach and its Limitations

The FrameNet is a lexical database of English. Housed and maintained by the International
Computer Science Institute in Berkeley, California, the FrameNet project provides a massive
machine readable database of manually annotated sentences based on the theory of Frame
Semantics.

1. Semantic Frame (SF): A schematic representation of a situation (events, actions)
involving various elements.

2. Frame element (FE): A participant entity or a semantic role in the action described by
the frame.

3. Lexical units (LU): The words that evoke different frame elements.

The FrameNet Project

1. Uses the FrameNet Project.
2. Reduces the number of classification features.
3. Rely on words’ meaning and context, known as Frames
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Results

1. The Bag-of-Frames approach 
generates less complex models.

2. 552 unique frames vs 1592 unique 
words. 

3. 60% reduction in space and time 
requirements.

4. Less chances of over-fitting.

5. No need for pre-processing.
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Conclusions

https://github.com/seelprojects/MARC

CAPABILITY USING

“I wish I could use this app with any POP3 mailboxes”

“I wanted to be able to use Gmail with all POP3 mailboxes”

DESIRING QUANTITY

“It keeps crashing every time I delete a comment and other comments disappear too” 

<keep, crash, time, delete, comment, disappear, too> 

It wont load any of my notifications when I click on them.

It wont load any of my notifications when I click on them


